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Abstract

Efficient and deadlock-free routing is critical to the performance of networks-on-chip. In this paper we present an approach that can be coupled to any adaptive routing algorithm to improve the performance with a minimal overhead on area and energy consumption. The proposed approach introduces the concept of Neighbors-on-Path to exploit the situations of indecision occurring when the routing function returns several admissible output channels. A selection strategy is developed with the aim to choose the channel that will allow the packet to be routed to its destination along a path that is as free as possible of congested nodes. Performance evaluation is carried out by using a flit-accurate simulator on traffic scenarios generated by both synthetic and real applications. Results obtained show how the proposed selection policy applied to the Odd-Even routing algorithm outperforms other deterministic and adaptive routing algorithms both in average delay and energy consumption.

1. Introduction

The International Technology Roadmap for Semiconductors [11] foresees that the on-chip interconnection system will represent the limiting factor for performance and power consumption in next generation systems-on-a-chip (SoCs). Network-on-chip (NoC) architectures [4] represent a first answer to cope with the complexity and requirements of such a systems.

The NoC architectural topology most frequently referred to can be represented by an \( m \times n \) mesh [8]. Each tile of the mesh contains a resource and a router. Each router is connected to a resource and the four adjacent routers.

Routers can be classified as deterministic and adaptive. Given a source and a destination, in deterministic routing the path is completely determined. In adaptive routing, the path taken by a particular packet depends on dynamic network conditions such as the presence of faulty or congested channels. The main advantage of an adaptive routing algorithm is the possibility of routing packets along alternative paths in order to avoid congestion areas.

Wormhole switching [9] has emerged as the most widely adopted switching technique for NoC routers. Each packet is serialized into a sequence of flow control units (flits). When the header flit of a packet arrives at a node, the routing function establishes the set of output channels it can be routed on. Unfortunately, blockage of the header flit of a packet blocks all the remaining flits of the packet along the established path. The blocked header flit will have to wait for all the flits of the blocking packet to pass. Routing a header flit along a path leading to a congested router is thus undesirable. In adaptive routing, if the set of output channel established by the router contains at least two non reserved output channels, the router has to choose one of them. This phase is usually referred as selection policy. For different traffic scenarios, which will be described in Section 4, Figure 1 shows the percentage of situations of indecision, for a \( 8 \times 8 \) NoC, with routers implementing the Odd-Even routing algorithm [3] and eight flits input buffers. With the term “situations of indecision” we indicate the relationship, expressed as a percentage, between the number of times a router is able to route a packet towards alternative channels (not reserved for other packets) and the total number of output channels.

1 An output channel is said to be non reserved if a header flit belonging to another packet has not reserved it to transmit the flit making up the packet.
of packets. As can be observed, on average, the percentage of situations of indecision is over 36% which represents an important optimization opportunity.

The reason for the development of a selection strategy is to solve situations of indecision. The main aim is to allocate the channels that will allow the packets to be routed to their destination along a path that is as free as possible of congested nodes. In contrast to classic computer networks, where inter-node information can only be exchanged through packets, on-chip networks can take advantage of dedicated control wires to transmit data between routers. This makes easier to exchange useful informations about congestion-related aspects such as buffer status of specific nodes without adding further traffic overhead. The focus of this paper is to exploit such NoC-specific capability, in order to acquire the knowledge of buffer availability in nodes that reside beyond the boundaries of adjacent neighbors. In particular, we introduce the notion of Neighbor-on-Path, a set of nodes that can be computed for a given node and a specific header flit. In the following sections we show how these nodes are computed and how associated buffer status can be used to prevent congestion.

2. Related Work

Several efforts have been done attempting to improve the performance of routing strategies in Network-on-Chip. In [5] Glass and Ni present a model for designing wormhole routing algorithms. It is based on analysis of the directions in which packets can turn in a network and the cycles that the turn can form. The idea is to prohibit a subset of all the possible turns so as to avoid deadlock. The main problem with this approach is unfairness in the degree of adaptivity: Only one subset of source-destination pairs enjoys total adaptivity, whereas the others will route packets over a single minimum path. The routing algorithm known as Odd-Even proposed by Chiu in [3] considerably attenuates these problems, distributing the degree of adaptivity in a more uniform way. Deadlock is avoided by restricting the locations where certain types of turn can occur rather than by prohibiting turns. The observation that deterministic routing is more efficient than adaptive routing with low workloads was exploited by Hu and Marculescu in [6] to define a general routing methodology known as DyAD. This algorithm is the combination of a deterministic routing algorithm and an adaptive routing algorithm. The router can switch between these two routing modes based on the network’s congestion conditions. Another selection strategy for NoCs, called look-ahead, was proposed by Ye et al. [13]. Although interesting, it does not guarantee the deadlock-free condition which we consider as key issue in Network-on-Chip routing.

3. Neighbors-on-Path Congestion-Aware Selection

From now on, we consider a wormhole-based switching technique on a mesh topology. Let \( N \) be the set of processing nodes in the network and \( C \) the set of communication channels. An adaptive routing function \( R : N \times N \rightarrow \wp(C) \), where \( \wp(C) \) is the power set of \( C \), supplies a set of alternative output channels toward which all the flits of the packet should be routed on. More precisely, the adaptive routing function can return:

- A single output channel to route a packet towards. In this case the router has no alternative: It has to send the flits to this channel or wait for it to be released if it has been reserved by another header flit.
- Several output channels to send a packet to, but only one of them is not reserved. In this case, the router could wait for the release of a channel considered to be “better”, but generally, to reduce latency in packet delivery due to a long wait for the channel to be released, the packet is routed towards the only channel available.
- Several output channels to send a packet to, but all of them are reserved. In this case the router has to wait for a channel to be released.
- Several output channels to send a packet to and at least two of them are not reserved. This situation is one of indecision for adaptive algorithms.

The availability of alternatives would be an advantage if the choice were made in such a way as to select the channel which allows the packet to reach its destination more quickly. By means of an example, in the following subsection we show how our approach, based on the Neighbors-on-Path (NoP) computation, works.

3.1. NoP Algorithm Sketch

Let’s first have a quick glance of some of the ideas behind the proposed approach. Formal description of the algorithm performed at each node is given in the Section 3.2. Suppose that, moving towards the destination node \((3, 3)\), the header flit of a packet arrived at the input queue of node \((1, 1)\) and the adaptive routing function returned nodes \((2, 1)\) and \((1, 2)\) as possible output directions, as shown in Figure 2(a). Node \((1, 1)\) has to choose whether to send the header flit to node \((2, 1)\) or node \((1, 2)\). The idea is that node \((1, 1)\) would make a better choice if only it had some hints about the input buffer status of nodes that resides beyond nodes \((2, 1)\) and \((1, 2)\), as shown in Figure 2(b). Note that, depending on the final destination node specified in
the header, not all the information represented in the figure is really useful to the node (1, 1). In fact, a further step that node (1, 1) needs is to figure out which nodes can be really reached by the header flit once it has been routed towards node (2, 1) or node (1, 2). We thus introduce the concept of NoP: node (1, 1) computes the routing function considering nodes (2, 1) and (1, 2) as starting nodes, to determine the links towards which they could route the header flit. As result, node (1, 1) learns that nodes (2, 2) and (3, 1) are on a routing path leading to the destination [Figure 2(c)], so it will base its choice of the next destination on buffer availability in these nodes [Figure 2(d)]. In this way, to decide the next destination for the flit the router will exclude all buffer availability information from nodes that are not on a possible routing path leading from the current node to the destination. For example, even if it is true that node (1, 2) has two adjacent nodes with available input buffers, these buffers could never be reached by the header flit considered. On the other hand, node (2, 1) has an adjacent and reachable node with available input buffer [node (3, 1)], thus resulting a better choice.

It should be emphasized that this approach does not necessarily guarantee that input channel of node (3, 1) will still be available when the packet arrives at the node (2, 1). However, a NoP selection strategy tends to prevent the congestion by making the most promising choice in prevision of successive routing paths. The positive effects on overall congestion and saturation point will be discussed in Section 4.

3.2. NoP Algorithm

Let us now give a formal description of the NoP algorithm performed at each node. To understand how it works, we introduce some ad-hoc signals required between a node and its adjacent neighbors, as shown in Figure 3. In particular, for each direction $d \in \{\text{North, South, East, West}\}$, we indicate:

- $\text{free}_\text{slots}_\text{in}[d]$: number of free buffer slots available at the input buffer of the adjacent neighbor along the direction $d$;
- $\text{NoPData}_\text{in}[d]$: NoP-specific data computed by neighbor node along the direction $d$.

A further signal, named $\text{NoPData}_\text{out}[d]$, provides NoP-specific data computed by the current node by gathering the input status information from its adjacent neighbor nodes. Referring to Figure 4, it is assembled by collecting, for each adjacent neighbor (line 3), a pair $(\text{free}_\text{slots}_\text{in}, \text{available})$. $\text{free}_\text{slots}_\text{in}[d], \text{free}_\text{slots}$ is the number of free buffer slots available at neighbor’s input channel along the direction $d$ and it is provided by the $\text{free}_\text{slots}_\text{in}[d]$ input signals (line 4). $\text{NoPData}_\text{out}[d].\text{available}[d]$ is a boolean value representing the reserved/not reserved status of the channel along the direction $d$ (line 5). Such a value is already present in the local reservation table of the router.

Let us now analyse how NoP selection algorithm works. Figure 5 shows the pseudo-code of the NoP selection algorithm executed at the node $n_c$. The input parameter is the set of admissible output channels, $\text{AOC}$, provided by the routing function $R$, i.e. $\text{AOC} = R(n_c, n_d)$, where $n_d$ is the destination node of the header flit which has to be routed. The output parameter is the selected output channel $xc \in \text{AOC}$. For each candidate output channel (line 3), the current node
4.1 Traffic Scenarios

We evaluate the NoP selection strategy by using both synthetic and real traffic scenarios. In the Uniform traffic a node sends the packet to each other node with the same probability. In the Transposed traffic, a node \((i,j)\) only sends packets to a node \((N-1-j,N-1-i)\), where \(N\) is the size of the mesh. In the Hot-spot traffic scenario some nodes are designated as the hot spot nodes, which receive hot spot traffic in addition to regular uniform traffic. Given a hot spot percentage \(h\), a newly generated packet is directed to each hot spot node with an additional \(h\) percent probability. Finally, as a real traffic scenario we consider the communication traffic generated by a MultiMedia System [7] (mms).

4.2 Evaluation Metrics

We indicate with packet injection rate \((\text{pir})\) \((0 < \text{pir} \leq 1)\) the rate at which packets are injected into the network. A pir of 0.1 [packets/cycle/node] means that each processing element (PE) sends 0.1 packets every clock cycle, or that each PE sends a packet every 10 clock cycles. The instant at which a packet is injected depends on the distribution of the interarrival times.

A metric commonly used to evaluate the performance of a network is the average packet delay. In a wormhole network packet delay covers the time interval between the instant at which the header flit is sent by the source and the instant at which the last flit is received at the destination node, including queuing times at the source. Another index of the quality of a routing algorithm is the saturation point which is the injection rate at which increase in applied load does not result in linear increase in throughput. If the injection rate is close to or above saturation point, the performance of the system deteriorates rapidly. Routing algorithms are required to be characterized by a high saturation point.

Experiments were carried out on a NoC simulation platform developed in SystemC. The size of the NoC was \(8 \times 8\). Traffic sources generate 8-flits packets with an exponential distribution, the parameters of which depend on the packet injection rate. The FIFO buffers have a capacity of 4 flits. Each simulation was initially run for 1,000 cycles to allow transient effects to stabilize and, subsequently, it was executed for 20,000 cycles. To guarantee the accuracy of results, the simulation at each pir point has been repeated a number of times sufficient to obtain an error within three percentage points with a 95% confidence interval.

4.3 Results

For each traffic scenario and algorithm, we will give the average packet delay (expressed in clock cycles) with various pirs. The routing algorithms compared are XY, DyAD, Odd-Even (OE) and NoP applied on Odd-Even (NoP-OE) routing. We consider the choice of applying NoP selection to Odd-Even the most natural one, since it has been proved to exhibit the best performance among different traffic scenarios [3] and is also at the base of the DyAD approach.

Figure 6 shows the results obtained when the network has Uniform traffic. This type of traffic is used in sev-
general simulation scenarios but is not to be found in real applications. As can be seen, the non adaptivity of the XY algorithm results in a higher saturation point. The main reason for this is that the XY algorithm is based on long-term global information [5]. Routing packets along one dimension and then the other, the algorithm distributes the traffic in the most uniform manner possible in the long term. Adaptive algorithms, on the other hand, select the routing paths on the basis of short-term local information. Their way of operating tends to create “zigzag” paths which hinder the uniform distribution of traffic causing a greater channel contention that deteriorates performance at higher pir rates. However, although the NoP-OE routing scheme does not perform as well as XY from the saturation viewpoint, it still yields the better average packet delay under non-saturated network conditions.

If we consider Transposed traffic scenario (Figure 7), it is observed that a network adopting XY performs poorly due to its determinism in distributing packets. Under non-saturated traffic conditions the NoP-OE routing scheme gives about a 50% improvement in average delay as compared to the other adaptive approaches.

We now consider two different traffic scenarios with hotspot nodes. Hotspot is considered to be a more realistic traffic model as in most applications processes communicate frequently with only a part of the total number of other processes (e.g., memory storage nodes, I/O resources). In the first scenario (hs-c), four hot spot nodes are located at the center of the mesh, that is nodes [(3, 3), (4, 3), (3, 4), (4, 4)], with 20% hot spot traffic. Results thus obtained are shown in Figure 8. When several traffic flows are directed towards a small subset of nodes, a router adopting a deterministic routing algorithm like XY will be forced to route them towards the same output channel, thus saturating the input queues. In addition, the blockage of a header blocks all the data flits in the routers along the path. It is thus clear why the network based on XY, in contrast with uniform traffic scenario, has a lower saturation point than the three adaptive algorithms which can cope with congestion better. Various packets directed towards the same destination can in fact be sent on various alternative output lines. Furthermore, being able to route packets on the basis of congestion information received from neighbors allows NoP to obtain an higher saturation point together with a better performance under non-saturated traffic.

In a second scenario, (hs-tr), the hot spot nodes are located at the top-right corner of the mesh [nodes (0, 6), (0, 7), (1, 6), (1, 7)]. As shown in Figure 9, although less evident than the previous hot-spot scenario, NoP-OE approach still results in an improvement of both average delay and saturation point.

Finally, as a more realistic communication scenario we consider a generic MultiMedia System which includes an h263 video encoder, an h263 video decoder, an mp3 audio encoder and an mp3 audio decoder [7]. The application is partitioned into 40 distinct tasks and then these...
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Figure 9. Delay under $hs$-$tr$ traffic scenario.

Figure 10. Delay under $mms$ traffic scenario.

tasks were assigned and scheduled onto 25 selected IPs. The topological mapping of IPs into tiles of a $5 \times 5$ mesh-based NoC architecture has been obtained by using the approach presented in [1]. For this scenario we consider self-similar packet injection distributions since it has been ob-served in the bursty traffic between on-chip modules in typical MPEG-2 video applications [12]. As we can observe from Figure 10, once again NoP-OE outperforms the other routing algorithms. For a pir value of 0.016, where none of the algorithms are saturated, NoP-OE exhibits an average delay of 17 cycles vs. 21 cycles of the other algorithms.

5. Implementation Issues

In a SoC environment, the requirement is that routers should not consume a large fraction of silicon area compared to the IP blocks. We have designed in VHDL four routers based on XY, OE, DyAD, and NoP-OE respectively. We have synthesised the designs using Synopsys Design Compiler and mapping them onto a 0.13$\mu$m library from Virtual Silicon. We found that, within the router, the buffer area significantly dominates the logic [10]. The buffer area, in turn, largely depends on the flit size. For a flit size of 64 bit and FIFO buffers with a capacity of 4 flits we found that the area overhead due to the NoP is less than 8%, 6%, 5% as compared to XY, Odd-Even, and DyAD respectively. An energy comparison of the designs, not included in this paper for space reasons, is reported in [2].

6. Conclusions

In this paper we have proposed a selection strategy that introduces the concept of Neighbors-on-Path to improve the performance of a Network-on-Chip. The aim of our algo-rithm is to exploit the situations of indecision that can occur in an adaptive wormhole routing. The approach, that is gen-eral in nature, has been applied to the Odd-Even and com-pared to both deterministic and adaptive routing algorithms. The simulations performed showed in most of the cases an improvement in average delay and energy consumption, es-
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